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European Commission Consultation on 

the White Paper on Artificial Intelligence - A European Approach 

Consultation period: 18 March – 30 April 2020 

If you have questions or would like to add your remarks independent from this survey, please contact Ms. Annika 

Linck (a.linck@digitalsme.eu) 

We will gather your feedback on this European Commission survey, and submit a joint response on behalf of 

European DIGITAL SME Alliance. If we gather extensive feedback, we may develop a position paper on behalf of the 

organisation. 

Background: 

Artificial intelligence (AI) is a strategic technology that offers many benefits for citizens and the economy. It will change 

our lives by improving healthcare (e.g. making diagnosis more precise, enabling better prevention of diseases), 

increasing the efficiency of farming, contributing to climate change mitigation and adaptation, improving the efficiency 

of production systems through predictive maintenance, increasing the security of Europeans and the protection of 

workers, and in many other ways that we can only begin to imagine. At the same time, AI entails a number of potential 

risks, such as risks to safety, gender-based or other kinds of discrimination, opaque decision-making, or intrusion in our 

private lives. The European approach for AI aims to promote Europe’s innovation capacity in the area of AI while 

supporting the development and uptake of ethical and trustworthy AI across the EU. According to this approach, AI 

should work for people and be a force for good in society. For Europe to seize fully the opportunities that AI offers, it 

must develop and reinforce the necessary industrial and technological capacities. As set out in the accompanying 

European strategy for data, this also requires measures that will enable the EU to become a global hub for data. The 

current public consultation comes along with the White Paper on Artificial Intelligence - A European Approach aimed 

to foster a European ecosystem of excellence and trust in AI and a Report on the safety and liability aspects of AI.  

The White Paper proposes:  

 Measures that will streamline research, foster collaboration between Member States and increase investment 
into AI development and deployment; 

 

 Policy options for a future EU regulatory framework that would determine the types of legal requirements that 
would apply to relevant actors, with a particular focus on high-risk applications. 

 
This consultation enables all European citizens, Member States and relevant stakeholders (including civil society, 
industry and academics) to provide their opinion on the White Paper and contribute to a European approach for AI. To 
this end, the following questionnaire is divided in three sections: 
 

 Section 1 refers to the specific actions, proposed in the White Paper’s Chapter 4 for the building of an 
ecosystem of excellence that can support the development and uptake of AI across the EU economy and public 
administration; 

 Section 2 refers to a series of options for a regulatory framework for AI, set up in the White Paper’s Chapter 5; 

 Section 3 refers to the Report on the safety and liability aspects of AI. 
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In your opinion, how important are the six actions proposed in section 4 of the White Paper on AI (1-5: 1 is not 
important at all, 5 is very important)? 
 
Working with Member states 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 

 ☐4 – Important 

 ☒5 – Very important 

 ☐6 – No opinion 
 
Focussing the efforts of the research and innovation community 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 

 ☐4 – Important 

 ☒5 – Very important 

 ☐6 – No opinion 
 
Skills 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 

 ☐4 – Important 

 ☒5 – Very important 

 ☐6 – No opinion 
 
Focus on SMEs 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 

 ☐4 – Important 

 ☒5 – Very important 

 ☐6 – No opinion 
 
Partnership with the private sector 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 

 ☐4 – Important 

 ☒5 – Very important 

 ☐6 – No opinion 
 
Promoting the adoption of AI by the public sector 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 
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 ☐4 – Important 

 ☒5 – Very important 

 ☐6 – No opinion 
 
Are there other actions that should be considered? 
 
The Commission, taking into account the results of the public consultation on the White Paper, will propose to Member 
States a revision of the Coordinated Plan to be adopted by end 2020. 
 
In your opinion, how important is it in each of these areas to align policies 
and strengthen coordination as described in section 4.A of the White Paper 
(1-5: 1 is not important at all, 5 is very important)? 
Strengthen excellence in research 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 

 ☐4 – Important 

 ☒5 – Very important 

 ☐6 – No opinion 
 
Establish world-reference testing facilities for AI 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 

 ☒4 – Important 

 ☐5 – Very important 

 ☐6 – No opinion 
 
Promote the uptake of AI by business and the public sector 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 

 ☐4 – Important 

 ☒5 – Very important 

 ☐6 – No opinion 
 
Increase the financing for start-ups innovating in AI 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 

 ☐4 – Important 

 ☒5 – Very important 

 ☐6 – No opinion 
 
Develop skills for AI and adapt existing training programmes 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 
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 ☐4 – Important 

 ☒5 – Very important 

 ☐6 – No opinion 
 
Build up the European data space 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 

 ☐4 – Important 

 ☒5 – Very important 

 ☐6 – No opinion 
 
Are there other areas that that should be considered? 
Klicken oder tippen Sie hier, um Text einzugeben. 
(Please click on the field to enter text) 
 
A united and strengthened research and innovation community striving for excellence 
Joining forces at all levels, from basic research to deployment, will be key to overcome fragmentation and create 
synergies between the existing networks of excellence. 
 
In your opinion how important are the three actions proposed in sections 4.B, 4.C and 4.E of the White Paper on AI 
(1-5: 1 is not important at all, 5 is very important)? 
Support the establishment of a lighthouse research centre that is world class and able to attract the best Minds 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☒3 – Neutral 

 ☐4 – Important 

 ☐5 – Very important 

 ☐6 – No opinion 
 
Network of existing AI research excellence centres 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 

 ☐4 – Important 

 ☒5 – Very important 

 ☐6 – No opinion 
 
Set up a public-private partnership for industrial research 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 

 ☒4 – Important 

 ☐5 – Very important 

 ☐6 – No opinion 
 
Are there any other actions to strengthen the research and innovation community that should be given a priority? 
Klicken oder tippen Sie hier, um Text einzugeben. 
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(Please klick on the field to enter your text) 
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Focusing on Small and Medium Enterprises (SMEs) 
 
The Commission will work with Member States to ensure that at least one digital innovation hub per 
Member State has a high degree of specialisation on AI. 
In your opinion, how important are each of these tasks of the specialised Digital Innovation Hubs mentioned in 
section 4.D of the White Paper in relation to SMEs (1-5: 1 is not important at all, 5 is very important)? 
 
Help to raise SME’s awareness about potential benefits of AI 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 

 ☐4 – Important 

 ☒5 – Very important 

 ☐6 – No opinion 
 
Provide access to testing and reference facilities 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 

 ☒4 – Important 

 ☐5 – Very important 

 ☐6 – No opinion 
 
Promote knowledge transfer and support the development of AI expertise for SMEs 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 

 ☐4 – Important 

 ☒5 – Very important 

 ☐6 – No opinion 
 
Support partnerships between SMEs, larger enterprises and academia around AI projects 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 

 ☐4 – Important 

 ☒5 – Very important 

 ☐6 – No opinion 
 
Provide information about equity financing for AI startups 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 

 ☐4 – Important 

 ☒5 – Very important 

 ☐6 – No opinion 
 
Are there any other tasks that you consider important for specialised Digital 
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Innovations Hubs? 
500 character(s) maximum 
Klicken oder tippen Sie hier, um Text einzugeben. 
(Please klick on the field to enter your text) 
 
 

Section 2 - An ecosystem of trust 
Chapter 5 of the White Paper sets out options for a regulatory framework for AI. 
In your opinion, how important are the following concerns about AI (1-5: 1 is not important at all, 5 is very 
important)? 
 
AI may endanger safety 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 

 ☐4 – Important 

 ☒5 – Very important 

 ☐6 – No opinion 
 
AI may breach fundamental rights (such as human dignity, privacy, data protection, freedom of expression, workers' 
rights etc.) 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 

 ☐4 – Important 

 ☒5 – Very important 

 ☐6 – No opinion 
 
The use of AI may lead to discriminatory outcomes 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 

 ☒4 – Important 

 ☐5 – Very important 

 ☐6 – No opinion 
 
AI may take actions for which the rationale cannot be explained 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 

 ☒4 – Important 

 ☐5 – Very important 

 ☐6 – No opinion 
 
AI may make it more difficult for persons having suffered harm to obtain compensation 

 ☐1 – Not important at all 

 ☐2 – Not important 
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 ☐3 – Neutral 

 ☐4 – Important 

 ☒5 – Very important 

 ☐6 – No opinion 
 
AI is not always accurate 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 

 ☒4 – Important 

 ☐5 – Very important 

 ☐6 – No opinion 
 
Do you have any other concerns about AI that are not mentioned above? 
Please specify: 
 
Do you think that the concerns expressed above can be addressed by applicable EU legislation? If not, do you think 
that there should be specific new rules for AI systems? 

 Current legislation is fully sufficient 

 Current legislation may have some gaps 

 There is a need for a new legislation 

 Other 

 No opinion 

 Other, please specify 
500 character(s) maximum# 
 
 
If you think that new rules are necessary for AI system, do you agree that the introduction of new compulsory 
requirements should be limited to high-risk applications (where the possible harm caused by the AI system is 
particularly high)? 

 Yes 

 No 

 Other 

 No opinion 

 Other, please specify: 
500 character(s) maximum 
 
 
Do you agree with the approach to determine “high-risk” AI applications proposed in Section 5.B of the White Paper? 

 Yes 

 No 

 Other 

 No opinion 
 
Other, please specify: 
500 character(s) maximum 
 
If you wish, please indicate the AI application or use that is most concerning (“high-risk”) from your perspective: 
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500 character(s) maximum 
Personal Privacy Intrusion and Discrimination in Algorithmic Security & Law  
Autonomous Lethal Weapons    
 
In your opinion, how important are the following mandatory requirements of a possible future regulatory framework 
for AI (as section 5.D of the White Paper) (1-6: 1 is not important at all, 6 is very important)? 
 
The quality of training data sets 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 

 ☐4 – Important 

 ☒5 – Very important 

 ☐6 – No opinion 
 
The keeping of records and data 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 

 ☐4 – Important 

 ☒5 – Very important 

 ☐6 – No opinion 
 
Information on the purpose and the nature of AI systems 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 

 ☐4 – Important 

 ☒5 – Very important 

 ☐6 – No opinion 
 
Robustness and accuracy of AI systems 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 

 ☐4 – Important 

 ☒5 – Very important 

 ☐6 – No opinion 
 
Human oversight 

 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 

 ☐4 – Important 

 ☒5 – Very important 

 ☐6 – No opinion 
 
Clear liability and safety Rules 
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 ☐1 – Not important at all 

 ☐2 – Not important 

 ☐3 – Neutral 

 ☐4 – Important 

 ☒5 – Very important 

 ☐6 – No opinion 
 
 
In addition to the existing EU legislation, in particular the data protection framework, including the General Data 
Protection Regulation and the Law Enforcement Directive, or, where relevant, the new possibly mandatory 
requirements foreseen above (see question above), do you think that the use of remote biometric identification 
systems (e.g. face recognition) and other technologies which may be used in public spaces need to be subject to 
further EU-level guidelines or regulation: 

 ☐No further guidelines or regulations are needed 

 ☐Biometric identification systems should be allowed in publicly accessible spaces only in certain cases or if 
certain conditions are fulfilled (please specify) 

 ☐Other special requirements in addition to those mentioned in the question above should be imposed (please 
specify) 

 ☐Use of Biometric identification systems in publicly accessible spaces, by way of exception to the current 
general prohibition, should not take place until a specific guideline or legislation at EU level is in place. 

 ☒Biometric identification systems should never be allowed in publicly accessible spaces 

 ☐No opinion 
 
Please specify your answer: 
Do you believe that a voluntary labelling system (Section 5.G of the White Paper) would be useful for AI systems 
that are not considered high-risk in addition to existing legislation? 

 ☐Very much 

 ☒Much 

 ☐Rather not 

 ☐Not at all 

 ☐No opinion 
 
Do you have any further suggestion on a voluntary labelling system? 
500 character(s) maximum 
Proper measures must be considered so that such labelling system leads to bias and discrimination. 
(Please click here to enter your text) 
 
What is the best way to ensure that AI is trustworthy, secure and in respect of European values and rules? 

 ☐Compliance of high-risk applications with the identified requirements should be self-assessed ex-ante (prior 
to putting the system on the market) 

 ☐Compliance of high-risk applications should be assessed ex-ante by means of an external conformity 
assessment procedure 

 ☐Ex-post market surveillance after the AI-enabled high-risk product or service 
has been put on the market and, where needed, enforcement by relevant competent authorities 

 ☒A combination of ex-ante compliance and ex-post enforcement mechanisms 

 ☐Other enforcement system 

 ☐No opinion 

 ☐Please specify any other enforcement system: 
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500 character(s) maximum 
Klicken oder tippen Sie hier, um Text einzugeben. 
(Please click here to enter your text) 
 
Do you have any further suggestion on the assessment of compliance? 
Klicken oder tippen Sie hier, um Text einzugeben. 
(Please click here to enter your text) 
Section 3 – Safety and liability implications of AI, IoT and robotics 

The overall objective of the safety and liability legal frameworks is to ensure that all products and services, including 
those integrating emerging digital technologies, operate safely, reliably and consistently and that damage having 
occurred is remedied efficiently. 
 
The current product safety legislation already supports an extended concept of safety protecting against all kind of 
risks arising from the product according to its use. However, which particular risks stemming from the use of artificial 
intelligence do you think should be further spelled out to provide more legal certainty? 

 ☐Cyber risks 

 ☒Personal security risks 

 ☐Risks related to the loss of connectivity 

 ☐Mental health risks 
In your opinion, are there any further risks to be expanded on to provide more legal certainty? 
500 character(s) maximum 
Human Experimentation/Trials risks (especially in the medical/wearables area. 
(Please click here to enter your text) 
 
Do you think that the safety legislative framework should consider new risk assessment procedures for products 
subject to important changes during their lifetime? 

 ☒Yes 

 ☐No 

 ☐No opinion 
 
Do you have any further considerations regarding risk assessment procedures? 
500 character(s) maximum 
Referring 2015-IMP-MSG-15 - EU general risk assessment methodology – the Annex 1 must be expanded in order to 
cover AI related risk scenarios 
(Please click here to enter your text) 
 
Do you think that the current EU legislative framework for liability (Product Liability Directive) should be amended 
to better cover the risks engendered by certain AI applications? 

 ☒Yes 

 ☐No 

 ☐No opinion 
 
 
Do you have any further considerations regarding the question above? 
500 character(s) maximum 
Per current legislation - as the burden of proof falls on the injured person, it may be difficult for injured person to 
demonstrate a causal link between the damage and defect (especially as efficient AI algorithm classes are usually AI-
unexplainable).  
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This case must be considered in a further amendment to the EU legislative framework for liability. 
(Please click here to enter your text) 
 
Do you think that the current national liability rules should be adapted for the operation of AI to better ensure 
proper compensation for damage and a fair allocation of liability? 

 ☒Yes, for all AI applications 

 ☐Yes, for specific AI applications 

 ☐No 

 ☐No opinion 

 ☐Please specify the AI applications: 
 
Do you have any further considerations regarding the question above? 
500 character(s) maximum 
Klicken oder tippen Sie hier, um Text einzugeben. 
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QUESTIONNAIRE COMPLETION NOTE 
 
This questionnaire was filled by: 
 
Marin Iuga  
E-mail: marin.iuga@intertechnica.com  
Phone: +40723065651 
Title: Coordinator of the ClujIT Data Intelligence Group 
 
on behalf of the ClujIT Data Intelligence Group.  
 
The following companies were consulted during the completion of this questionnaire: 
 

  
INTERTECHNICA BUSINESS SOLUTIONS SRL 

www.intertechnica.com 
ENDAVA 

www.endava.com  
  

 

 

TECHNICAL UNIVERSITY of Cluj Napoca 
https://www.utcluj.ro   

ARTSOFT CONSULT S.R.L. 
www.artsoft-consult.ro  

  

 

 

JPARD SOLUTIONS S.R.L. 
www.jpard.com 

ALPHA SOFTWARE 
www.asw.ro  

  

 
 

ROMANIAN INSTITUTE OF TECHNOLOGY S.R.L. 
www.rist.ro 

CRISOFT S.R.L. 
www.crisoft.ro  

  

 

 

S.C. Software ITC Cluj S.A. 
www.softwareitccluj.ro 
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